
Unlocking the Potential of Diverse Chemical Data: 
A Multi-Task Approach to Atomic Pre-training

• Inspired by the success of foundation models (FMs) in NLP & CV, we aim to train 

large generalizable models that are widely useful across chemistry.

• In chemistry, it is common for datasets to be created for specific chemical 

domains (e.g., small molecules, proteins, materials). Unifying this fragmented 

data is a core challenge to building more general models.

• We propose Joint Multi-domain Pre-training (JMP): Simultaneously pre-training 

on multiple datasets utilizing a multi-task learning framework.

• Using JMP, we demonstrate a 59% average improvement over training from 

scratch and set SOTA on 34/40 evaluated tasks.

JMP Speeds Up Downstream Training

While JMP's pre-training is computationally expensive, this upfront cost is 

recovered by enabling over 12x faster fine-tuning compared to training from 

scratch.

JMP concurrently trains on over 120 million diverse equilibrium and 

non-equilibrium atomic structures by framing each chemical domain 

as a separate pre-training task in a multi-task framework.

See our interactive visualization!
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JMP Improves Downstream Performance

See our interactive visualization!

Visit nima.sh/jmp and 

play with our interactive 

visualization

We compare the relative improvement of JMP-L (235M) over JMP-S (30M) to the 

relative improvement of the scratch variants of the same models. On average, 

JMP shows a 21% improvement in performance while the scratch model shows 

an 8% decrease in performance.
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JMP Enables Larger Models

https://nima.sh/jmp
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